Deep Learning as an Opportunity in Virtual Screening

Abstract

Deep learning excels in vision and speech applications where it pushed the state-of-the-art to a new level. However its impact on other fields remains to be shown. The Merck Kaggle challenge on chemical compound activity was won by Hinton’s group with deep networks. This indicates the high potential of deep learning in drug design and attracted the attention of big pharma. However, the unrealistically small scale of the Kaggle dataset does not allow to assess the value of deep learning in drug target prediction if applied to in-house data of pharmaceutical companies. Even a publicly available drug activity data base like ChEMBL is magnitudes larger than the Kaggle dataset. ChEMBL has 13 M compound descriptors, 1.3 M compounds, and 5k drug targets, compared to the Kaggle dataset with 11 k descriptors, 164 k compounds, and 15 drug targets.

On the ChEMBL database, we compared the performance of deep learning to seven target prediction methods, including two commercial predictors, three predictors deployed by pharma, and machine learning methods that we could scale to this dataset. Deep learning outperformed all other methods with respect to the area under ROC curve and was significantly better than all commercial products. Deep learning surpassed the threshold to make virtual compound screening possible and has the potential to become a standard tool in industrial drug design.
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1 Introduction

The pharmaceutical industry is currently challenged to increase the efficiency of drug development, since every year fewer drugs reach the market [1, 2, 3, 4]. Machine learning methods could exploit a wealth of measurements that were accumulated by pharma companies and, thereby, offer Big Pharma alternatives.

Recently, Merck has organized a Kaggle challenge to involve the machine learning community in tackling drug discovery tasks. Deep neural networks won this challenge. This attracted the attention of Big Pharma toward such technologies. However, the Kaggle dataset does not match the size and characteristics of in-house data of pharmaceutical companies. Therefore it remains to be shown whether deep learning can have indeed an impact on the drug discovery process. Furthermore, it is unclear at which step in the drug design pipeline deep networks should be employed for predicting compound-target interactions.

The first step of a drug design pipeline is to identify a biomolecular target upon which a potential drug can act, e.g., a protein whose activity can be modified by a compound to achieve a beneficial therapeutic effect. The next step is to screen tens of thousands of chemical compounds by biological high-throughput assays for interactions with this target — typically measured via IC$_{50}$ or EC$_{50}$ values. Finally, a target-interacting lead compound is selected. It’s chemical structure, the scaffold, is modified in order to optimize its efficacy and to reduce its side effects. The high-throughput screening generates a rich source of measurement data which may serve for training machine learning models. Furthermore, for many targets high-throughput assays are not available, consequently screening is time and cost intensive. At this step, biological screening can be substituted by virtual screening, that is, in-silico predictions of compound-target interactions. However, in commercial drug design, virtual screening is only acceptable if the prediction accuracy is high. Another important criterion for the success of virtual screening is its ability to detect new scaffolds interacting with the target.

Virtual screening has another advantage: compounds can not only be tested for interactions with the primary target but also for interactions with other proteins. Typically, chemical compounds interact with more than one protein, and most of these interactions result in unwanted side-effects. Off-target binding can also cause a lack of efficacy as the compound is not available for binding to the target. Currently, many drugs fail in the clinical trials because of undetected side effects. These failures are heavily time- and cost-intensive and the main reason for the decreased efficiency of drug discovery. Virtual screening allows prioritizing drug candidates based on their promiscuity profile and, thereby, it would derisk the drug design process.

Approaches to virtual screening, also known as target prediction, can be grouped into structure- and ligand-based. The structure-based methods simulate physical interactions between the compound and a biomolecular target [5] but are only applicable if the complete 3D structure of all interacting molecules are known, and they are infeasible for larger compound data bases. Ligand-based approaches predict the activity of a compound on a biomolecular target based on previous measurements [6]. Machine learning for target prediction is almost always ligand-based, for example scoring approaches like the Naive Bayes statistics [7, 8, 9], density estimation [10, 11], nearest neighbor, support vector machines, and artificial neural networks [12, 13]. Pharma industry often applies commercial software for target prediction, such as SEA [14, 15, 16], PredictFX [17], or scoring by the Naive Bayesian statistics of the PipelinePilot software.

Motivated by the success at the Merck Kaggle challenge, we assess the applicability and performance of deep networks at target prediction and compare them to state-of-the-art as well as commercial target prediction methods. Toward this goal we compiled a benchmark data set from ChEMBL, a database which resembles in-house databases of Big Pharma, though it still is considerably smaller. The Kaggle challenge comprised 15 targets, 164,024 compounds, and 11,081 features, while our ChEMBL benchmark contains more than 1,200 targets, 1.3 M compounds with 13 M ECFP12 features. The ChEMBL dataset serves to assess not only the performance, including finding new scaffolds but also whether the methods scale to pharma in-house data.

Deep learning architectures seem to be well suited for target prediction because they (1) allow for multi-task learning [18, 19, 20] and (2) automatically construct complex features [20], which for target prediction are assumed to resemble pharmacophore descriptors. First, multiple target learning
has two advantages: (a) it naturally allows for multi-label information and therefore can utilize relations between targets; (b) it allows to share hidden unit representations among prediction tasks. The latter item is particularly important as for some targets very few measurements are available, therefore single target prediction may fail to construct an effective representation. In contrast, deep networks exploit representations learned across different tasks and can boost the performance on tasks with few training examples. Secondly, deep networks provide hierarchical representations of a compound, where higher levels represent more complex concepts \cite{21}. In pharmaceutical research complex representations of compounds have a long tradition: A major goal of drug design is the identification of pharmacophores, \cite{22,23} which are the sets of steric and electronic properties that together enable an interaction with a target. These properties include hydrophobic regions, aromatic rings, electron acceptors or donors, which in turn can be described by substructures yielding these properties. Deep networks with ECFP12 fingerprints (chemical substructures) are ideally suited to represent properties in their first layer and in turn form pharmacophores in higher layers, as seen in Figure 1. The potential of deep learning is to find novel pharmacophores or representations of comparable complexity.

2 Experiments

Formally, the task of target prediction presents itself as follows: given a chemical compound \( i \), we want to predict whether the compound is active on a target \( t \). We encode this information in the binary value \( y_{it} \), where \( y_{it} = 1 \) if the compound is active on a target and \( y_{it} = 0 \) otherwise. We are interested in predicting the behavior of a compound on \( m \) targets at the same time (for realistic tasks, \( m \) ranges in the thousands).

Each compound is represented using a number of binary features described later in this section. As training data, we are given a numerical representation \( x_i \in \mathbb{R}^d \) of \( n \) training compounds as well as a sparsely populated matrix \( Y \in \mathbb{R}^{n \times m} \) of previous measurements.

2.1 Dataset

We compiled a target prediction benchmark dataset out of the ChEMBL database \cite{24}, a manually curated database of bioactivity measurements, which aims to centrally store the high-quality measurements of other chemistry resources such as PubChem \cite{25}. We extracted all pharmaceutically relevant measurements from ChEMBL. Target measurements are reported in ChEMBL as continuous values, however for a classification task we require binary labels. We thus rely on explicit
Table 1: Activity classes in the ChEMBL database.

<table>
<thead>
<tr>
<th>Class</th>
<th>Threshold in log10(nM)</th>
<th>Class size</th>
</tr>
</thead>
<tbody>
<tr>
<td>active</td>
<td>≤ 3.5</td>
<td>972,268</td>
</tr>
<tr>
<td>weakly active</td>
<td>&gt; 3.5 and ≤ 4.0</td>
<td>143,446</td>
</tr>
<tr>
<td>weakly inactive</td>
<td>&gt; 4.0 and ≤ 4.5</td>
<td>272,081</td>
</tr>
<tr>
<td>inactive</td>
<td>&gt; 4.5</td>
<td>1,130,750</td>
</tr>
</tbody>
</table>

Figure 2: Properties of the extracted ChEMBL measurements: (a) Number of compounds that were measured per target, i.e., the amount of available data for each single target-prediction task. (b) Number of measurements that were taken for each compound, i.e., to how many different tasks each single compound contributes. A lot of targets had no viable measurements, and a lot of compounds had to be discarded because they weren’t measured on targets of interest or the quality of the measurement was too low to warrant inclusion in our final dataset.

activity comments where provided, and defined a threshold as listed in Table 1 otherwise. This yielded 2,103,018 measurements distributed across 5,069 targets and 743,336 compounds. Additionally there are 415,527 measurements which exhibit a very weak signal. These are not used for testing as their signal is no reliable but they may still be a valuable enhancement of the training set. The whole dataset as well as detailed notes on preprocessing are freely available at our homepage.

ChEMBL stores compounds as connected graphs of atoms, which we transformed into a high-dimensional binary representation using Extended Connectivity Fingerprints (ECFP12) features, the currently best performing compound description in drug design applications. Each feature/fingerprint denotes the presence or absence of a certain chemical substructure. This yielded a total of 13,558,545 sparse features.

It is important that compounds which share a scaffold are not shared across training and test set, in order to guarantee that our dataset reflects the challenges of the daily drug development reality. As already mentioned, the value of virtual screening is determined by the ability to find new scaffolds with target activity. Thus, we clustered compounds using single linkage clustering to guarantee a minimal distance between training and test set. Clustering yielded 400,000 clusters which were partitioned into three folds of approximately equal size for cross-validation. Therefore the benchmark dataset automatically assesses whether previously unseen scaffolds are detected by different methods.

The number of measurements varied across several orders of magnitude between targets, with the smallest targets having only one or very few measurements and the largest ones having over 50,000 (c.f. Figure 2). Additionally, the label distribution is heavily skewed for many of the targets. This is an inherent bias of the underlying data: researchers are more likely to investigate compounds that potentially exhibit high target activity. In order to make sure each target was realistically learnable, we discarded all targets with less than 15 samples per label, leaving 1,230 targets.
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Table 2: Hyperparameters considered for the Neural Net

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Considered values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Hidden Units</td>
<td>{1024, 4096, 16356, 8192-8192}</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>{10, 20, 30, 50}</td>
</tr>
<tr>
<td>Dropout [30]</td>
<td>{no, yes (50% Hidden Dropout, 20% Input Dropout)}</td>
</tr>
</tbody>
</table>

The performance of a classifier is evaluated by the AUC (area under the ROC curve) separately for each target. We report the mean AUC for each method and present boxplots of the AUC distribution for each method.

2.2 Methods

2.2.1 Deep Neural Network

Our network consists of one or multiple layers of ReLU hidden units \[27, 28\] and makes use of an Nvidia Tesla K40 GPU with 12 GB RAM to speed up the computations. However, in order to accommodate the large, multi-task target prediction task, several modifications to the commonly used neural network architectures were necessary.

Multi-Task Learning Our network consists of one or multiple layers of ReLU hidden units \[27, 28\], followed by one layer of 1,230 sigmoid output units, one for each molecular target or classification task. Each single training sample contributed only to a few of these tasks. Thus output units that were not active during a training sample were masked during backpropagation by multiplying their error by 0.

The available training data points varied greatly between the tasks, from only a handful to several thousand. However, we want to make sure that the network does not downweight the smaller tasks in favor of the larger ones. Therefore we weigh the influence of each task on the hidden layers by the amount of available training data points.

Taking these two issues into account gave us a training objective that is the weighted sum of the cross-entropies over all targets \(t\):

\[
E(x_i, y_i, m_i) = - \sum_t m_{ti} \cdot w_t \left( y_{it} \log (\sigma_t(x_i)) + \left(1 - y_{it}\right) \log \left(1 - \sigma_t(x_i)\right) \right)
\]

(1)

Where the weights \(w_t = \frac{1}{N_t}\) ensure that across the whole training set each target has the same amount of influence on the hidden representation. The scaling factor \(N_t\) is the number of compounds that have been measured on target \(t\). The binary variable \(m_{ti}\) is 1 if sample \(i\) was measured on target \(t\) and 0 otherwise, thus masking out predictions on targets that are irrelevant for the sample at hand.

Hyperparameters We used large learning rates to compensate the scaling influence on the gradient by the \(w_t\). In order to determine the final quality of a method, we used cross validation across the three folds of our data set. We selected the hyperparameters from Table 2 for each fold independently by using one of the two remaining folds as training set and evaluating on the other. Due to the computational demands of the task, we selected each hyperparameter separately, which underestimates the performance of the deep network. Once the hyperparameters were finalized, we trained on both of these folds together, using the number of epochs that had shown the best performance during hyperparameter selection.

Using all the 7 M inputs for the deep net were infeasible on our hardware, therefore we removed features that were present in less than 100 compounds. 43,340 input features were kept. We stored the weight parameters on a single GPU with 12 GB RAM and used mini-batches of 1,024 samples for stochastic gradient descent learning. Since storing our input data in dense format requires about

\[3\]Training without these weights led to networks that focused too much on the large targets.
5 TB of disk space, we used a sparse storage format. However, it proved to be faster to upload a mini-batch in sparse format to the GPU and then convert it to dense format instead of using sparse matrix multiplication. Overall, training a network takes between 3 to 4 days.

2.3 Other Methods

Support Vector Machines (SVM) We used the LIBSVM implementation [31]. Since run time complexity is quadratic in the number of samples, we had to integrate the LIBSVM library into an OpenMP application that was run on a supercomputer. Moreover, to obtain further speedup, we computed all the training set similarities in advance, which took a substantial amount of memory space. In the inner cross-validation loop, we applied cross-validation again to the remaining two folds to select the best cost parameter from the set \{0.001, 0.01, 0.1, 1.0, 2.0, 5.0, 10.0, 50.0, 100.0, 1000.0\} for each target independently.

Binary Kernel Discrimination (BKD) Harper et al. [11] applied Binary Kernel discrimination for target prediction. The method uses density estimators where density estimation is done for the active compounds as well as inactive compounds per target. Using these densities, the posterior probability of activity for a prediction compound are evaluated. The authors gave a formula that determines the ranking, which was implemented as part of our comparison.

Logistic Regression We implemented a L2 regularized logistic regression algorithm with a fixed bias. The fixed bias makes sure that the method is able to automatically predict the larger class – typically the inactives – correctly (in case the method has not learned anything).

Since the feature space is very high dimensional, we filtered features based on Fisher’s exact test and kept the most informative features. The optimization is based on gradient descent with a line search procedure to determine the optimal step size. We again applied cross validation to select the best number of features from \{10, 100, 1000, 10000\}, the best bias from \{0.0, -0.1, -1.0, -10.0, -100.0, -1000.0\} as well as the best prior weight for the features from \{0.1, 1.0, 10.0, 100.0, 1000.0\}.

\(k\)-nearest neighbour A standard \(k\)-nearest neighbour approach was implemented, where the ranking of compounds concerning target activity is given by the ratio of actives and inactives in the neighbour set. We used Tanimoto similarity to determine the similarity of a prediction compound to a training compound. The Hyperparameter for the number of neighbours was selected from the set \{1, 3, 5, 10\}.

Parzen-Rosenblatt Lowe et al. [10] used the Parzen Rosenblatt kernel density estimator to model the density of active molecules for a target. A Gaussian kernel was used to measure the similarity between a compound to be predicted and an active compound from the target set compounds. The final prediction score for a target is based on computing the conditional distribution of a particular target given the compound to be predicted by using Bayes theorem and marginalizing over all targets. The best bandwidth of the Gaussian kernel was determined by cross validation for each target from the set \{0.1, 1.0, 10.0, 100.0, 1000.0, 10000.0\}.

Pipeline Pilot Bayesian Classifiers (PNPBC) The commercial product “Pipeline Pilot” [7] uses a Naive Bayes statistics based approach, which essentially contrasts the active samples of a target with the whole (background) compound database. It does not explicitly consider the samples labelled as inactive. Laplacian-adjusted probability estimates for the features lead to individual feature weights which are finally summed up to give the prediction. We re-implemented the “Pipeline Pilot” Naive Bayes statistics in order to use it on a multi-core supercomputer, which allowed us to compare this method on our benchmark dataset.

Similarity Ensemble Approach (SEA) SEA [14, 15, 16] is based on the idea that two targets are similar if the ligand sets of a target are similar to one another. The similarity of two ligand sets is computed by the sum of ligand pair similarities that exceed a certain threshold. The ligand pair similarity is measured by Tanimoto similarity. To correct for size or chemical composition bias a correction technique is introduced, which is based on the similarity obtained from randomly drawn ligand sets is. This leads to \(z\)-scores for similarity between the sets. It is argued that the \(z\)-scores
conform an extreme value distribution. Using this extreme value distribution the probability that a compound is active on a certain target is calculated by assuming that one of the two ligand sets consists only of the compound to predict. We implemented the SEA method efficiently for using it on a multi-core supercomputer, enabling us to compare it to the other target prediction methods.

2.4 Results

Table 3: Performance of target prediction methods in terms of mean AUC across targets. The first column gives the method, the second column the AUC value, and the third column the \( p \)-value of a paired Wilcoxon test with the alternative hypothesis that the deep neural network has on average a larger AUC than the other method.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep network</td>
<td>0.830</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>0.816</td>
<td>1.0e-07</td>
</tr>
<tr>
<td>BKD</td>
<td>0.803</td>
<td>1.9e-67</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.796</td>
<td>6.0e-53</td>
</tr>
<tr>
<td>k-NN</td>
<td>0.775</td>
<td>2.5e-142</td>
</tr>
<tr>
<td>Pipeline Pilot Bayesian Classifier</td>
<td>0.755</td>
<td>5.4e-116</td>
</tr>
<tr>
<td>Parzen-Rosenblatt</td>
<td>0.730</td>
<td>1.8e-153</td>
</tr>
<tr>
<td>SEA</td>
<td>0.699</td>
<td>1.8e-173</td>
</tr>
</tbody>
</table>

Table 3 shows the mean AUC values across 1,230 targets for each of the classifiers we used. The deep neural network significantly outperformed its competitors, including two commercial methods with respect to the area under ROC curve (AUC) averaged over the prediction tasks, i.e. targets. Other well-established machine learning methods that could be scaled to the data set, such as SVMs, also performed better than the commercial methods.

The neural net achieves an AUC \( \geq 0.8 \) on 813 out of the 1,230 targets, or \( \approx 66 \% \) of the time. The median AUC lies at 0.8588. On 12 targets we achieve perfect prediction accuracy (AUC = 1.0). This is in stark contrast to current commercial solutions, where the median AUC lies below 0.8. As shown in Figure 3, almost all methods suffered from severe outliers. Of the methods that achieved an average AUC of over 0.8, the Deep Network has the least severe outliers. We hypothesize that the network could leverage its shared hidden representation to predict tasks which are difficult to solve when tackled in isolation.

3 Conclusion

Our experiments have shown that deep neural networks outperformed all other methods concerning the AUC and can be a valuable tool in industrial drug design. In particular, deep nets surpassed existing commercial solutions by a large margin. On many targets it achieves nearly perfect prediction quality which qualifies it for usage as virtual screening device. The results of machine learning methods are even better on Big Pharma in-house data (not presented due to confidential reasons). The reason for this improved performance on in-house data is that it is better balanced than our ChEMBL benchmark data and it has much more inactive compounds. In summary, deep learning provides the opportunity to establish virtual screening as a standard step in drug design pipelines.
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Figure 3: Distribution of AUC values across targets for each classifier.
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